POMDPy: An Extensible Framework for Implementing Partially-Observable Markov Decision Processes in Python

Patrick Emami\textsuperscript{1}, Alan J. Hamlet\textsuperscript{2}, and Carl D. Crane\textsuperscript{3}

Abstract—As of late, there has been a surge of interest in finding solutions to complex problems pertaining to planning and control under uncertainty. A popular way to approach this task is to formulate the problem at hand as a partially-observable Markov decision process (POMDP). Indeed, a plethora of research has been dedicated towards finding ways to circumvent the curse of dimensionality and curse of history that plagued early approaches to solving POMDPs. The purpose behind creating POMDPy has been to develop an easy-to-use, open-source software framework that will allow researchers to benchmark state-of-the-art solvers on custom problems and to add their own innovative solutions to a growing collection. This work has also been motivated by the desire to see these algorithms integrated into systems that solve real-world problems. POMDPy's default solver uses Monte-Carlo Tree-Search to help it scale to high-dimensional problems.

We chose to use Python to develop POMDPy due to Python’s rapidly-growing popularity in the scientific community, easy-to-read syntax, portability, and the abundance of useful numerical libraries. Python also allows POMDPy to interface easily with many different technologies, including ROS and Tensorflow. Source code for POMDPy can be found at http://pemami4911.github.io/POMDPy/.

I. INTRODUCTION

This article introduces POMDPy, an open-source software framework for solving POMDPs that aims to facilitate further research in planning and control under uncertainty. POMDPy provides a platform for developing, testing, and analyzing new POMDP algorithms. The framework’s default solver offers a slightly modified version of the popular POMCP [15] algorithm as an implementation of a discrete POMDP solver. It also contains an implementation of Lark’s Pruning Algorithm [5] for performing classic Value Iteration. It should be noted that the framework was designed in such a way as to make it straightforward to implement continuous solvers as well. The framework currently supports testing with two benchmark problems, the RockSample and Tiger problems. A presentation of results on the RockSample problem is provided in Section 3.

Up to now there has been a lack of easy-to-use and extensible platforms for implementing POMDPs. As a result, researchers often resort to implementing their own solvers entirely from scratch. The most widely used framework was created by A. R. Cassandra [4]. One of the main contributions of Cassandra’s POMDP software framework was that it defined a unique file format for simplifying the task of providing the parameters required to specify a POMDP problem. This file format has been used by many researchers in an effort to make their experiments repeatable. However, the model for the POMDP must be explicitly defined in this config file, which limits this framework from scaling up to larger problem domains. In contrast, one of POMCP’s defining characteristics is that it can interface with a "black-box" simulator for learning transition probabilities. The benefits of using a simulator will be discussed in more detail in Section 2. All of the solvers in Cassandra’s framework use the basic dynamic programming approach, and many of the algorithms rely heavily on linear programming.

Another planning and control software framework that has been used in the literature is GPT (General Planning Tool) [2]. It uses a typed logical language for describing problems in a high-level manner. While GPT has been used to solve POMDPs, as seen by the implementation of the approximate POMDP solver RTDP-Bel [3], it is more often used for solving planning problems with A* search and probabilistic planning problems with a heuristic called Real-Time Dynamic Programming.

Other open-source software frameworks of note include the Multi-Agent Decision Process toolbox [17] for solving Dec-POMDPs and the TAPIR toolkit [7], which offers an implementation of the Adaptive Belief Tree (ABT) and Generalized Pattern Search-ABT (GPS-ABT) algorithms. The core of the ABT algorithm also pulls heavily from POMCP; some of the inspiration for the POMDPy framework was derived from TAPIR. More recently, the Approximate POMDP Planning Toolkit (APPL) has gained popularity; it is a solver written in C++ that implements some recent high-performing algorithms such as DESPOT [16].

The rest of the paper is structured as follows. Section 2 provides an introduction to POMDPs and an overview of POMDPy’s implementation of the POMCP algorithm. Section 3 presents experimental results from the RockSample benchmark problem. Section 4 details how POMDPy can be used and extended by other researchers in the field, and Section 5 concludes the article with a discussion on how POMDPy will be used to accelerate research in other areas of planning and control.

II. BACKGROUND

A. POMDPs

When a robot, or agent, is attempting to solve a planning or control problem, it often uses sensors to obtain noisy measurements of its environment. By modeling this problem
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at a high level as a POMDP, the agent is able to account for the inherent uncertainty in the measurements it obtains. More specifically, a POMDP can be described by the following [11, 13, 18]:

For simplicity, all events that occur at timestep $t$ will be denoted by a subscript.

- **State**, The current state of the world, denoted by $s \in S$.
- **Action**, The agent executes certain actions, denoted by $a \in A$.
- **Observation**, Through sensors, the agent can obtain a noisy measurement $o \in O$ of the world’s state.
- **Reward**, In each state $s$, the agent receives a reward $r(s) \in R$. In some cases, however, the reward is also dependent on the the action $a$ taken from $s$, and the reward is given by $r(s, a)$.

POMDPs are further characterized by the following distributions:

- **The transition model**, A specification of the outcome probabilities for each action in each possible state, denoted by $T(s_{t+1}, a_t, s_t)$. We will assume that transitions are Markovian, in the sense that reaching state $s'$ after selecting action $a$ is only contingent on state $s$, and not on the history of earlier states.
- **The observation model**, A specification of the probabilities of perceiving the observation $o$ in state $s$ after choosing action $a$, denoted by $O(s_t, a_t, o_t)$.
- **The initial state distribution**, $Pr(s_0)$, which specifies the initial distribution of states at time $t = 0$.

A policy $\pi$ is a solution to a POMDP that details each action an agent should choose given a belief state. A belief state $b$ is a probability distribution over all possible states. Given the current belief state $b(s)$, the next belief state is calculated by a belief update given by:

$$b_{t+1}(s_{t+1}) = \alpha O(s_t, a_t, o_t) \sum_s T(s_{t+1}, a_t, s_t)b(s_t)$$  \hspace{1cm} (1)

where $\alpha$ is a normalizing constant to make the belief state sum to 1.

For the discounted infinite-horizon problem setting, the overall goal of solving the POMDP is to find an optimal policy that maximizes an agent’s expected total future reward. The planning horizon can be set by the discount factor $\gamma \in (0, 1)$. The value function for a policy $\pi$ is thereby computed as

$$V(b, \pi) = \sum_{t=0}^{\infty} E[\gamma^t R(s_t, a_t)|b, \pi]$$  \hspace{1cm} (2)

Hence, the agent seeks a policy $\pi^\ast$ that maximizes $V(b, \pi)$:

$$\pi^\ast = \arg \max_{\pi} V(b, \pi)$$  \hspace{1cm} (3)

Discrete real-world planning problems tend to have incredibly large state spaces; a simple $10 \times 10$ grid world with 10 available actions at each state has a transition model of magnitude $10^5$. A continuous planning problem has an infinite state space. This rapid blow-up of the magnitude of the state space for a planning problem is known as the curse of dimensionality. Consequently, the transition and observation models are not able to be specified explicitly for these problems and solving (1) becomes computationally intractable.

The curse of history that inevitably befalls many POMDP solvers is due to the fact that the number of histories that must be evaluated is exponential in the planning horizon. A history $H$ is a sequence of states, actions, observations, and rewards. A single history entry, $h_t \in H$, consists of a tuple $(s_{t+1}, a_t, o_t, r_t)$.

A large amount of research has been dedicated towards breaking both of these curses. A popular approach is to use Monte-Carlo sampling from a simulator [8], [9], [15], [20], [18]. The POMCP algorithm introduced in [15] uses this method; experimentation showed that it scaled significantly better than SAR SOP [10], a top-performing full-width offline planner, on the Rocks sample problem [15], POMCP’s promising results were why we chose to use an implementation of it as the default algorithm for the POMDPy framework.

B. Overview of POMDPy’s Implementation of POMCP

For a full description of POMCP and proofs of convergence, see [15]. The defining characteristics of this algorithm that will be mentioned in this paper are the simulator and the use of Monte-Carlo Tree Search (MCTS) [6].

1) **Learning Transitions from Simulation**: Consider a simulator $S$ that provides a sample of a successor state, observation, and reward given a state and action, $(s_{t+1}, o_{t+1}, r_{t+1}) \sim S(s_t, a_t)$. This simulator is used to generate sequences of experiences, known as history sequences or episodes. In turn, these are used to update the value function without ever having to look inside the black box that acts in place of an explicit transition and observation model. The simulator is a key component of POMCP and many other modern day Reinforcement Learning algorithms; solvers that do not explicitly define a transition and observation model are able to navigate around the curse of dimensionality effectively. If a simulator is able to be obtained for a highly-dimensional planning or control problem, then the added computational complexity induced by the size of the state space becomes negligible.

2) **Monte-Carlo Tree Search**: MCTS is an algorithm that consists of iteratively running random simulations from the root position of a search tree [6]. Central to the success of MCTS is the action-selection process; if exploration is handled appropriately, then MCTS converges to the optimal policy. Figures 1 and 2 are illustrations of POMDPy’s implementation of MCTS.

POMDPy creates a belief search tree $B_t$ consisting of belief nodes $B_n$ and action nodes $A_n$. Each $B_n$ represents a belief state. The root node of $B_t$ represents the agent’s current belief state, which is approximated by a point-set of state particles generated by sampling from the initial state distribution $Pr(s_0)$. The $B_n$ that are direct descendants of the root node are candidates for the agent’s next future belief.
The agent uses the belief search tree to select a real action \((a_2)\), and real observation \((o_2)\) from the current belief state in order to carry out a belief update. The remainder of the tree is pruned, and the new root of the search tree becomes the selected belief node. Particle reinvigoration may be needed to replenish the state particles for the new root of the search tree.

The belief search tree \(Bt\) from the root node to a leaf node represents a history sequence \(h\).

The belief search tree \(Bt\) is constructed by running multiple simulations. Each simulation is carried out by sampling a random state \(s_t\) from the current belief state distribution and generating a history sequence by means of continuously running state samples through the generative model. The sampled state \(s_t\) is added to the particle set of the first new belief node \(Bn\) encountered during that simulation. The agent’s current belief state is updated through a particle-filtering process after a specified number of simulations have been run or a time-limit has been reached. At this point, an action \(a_t\) extending from the agent’s current belief state is chosen by an action-selection strategy and executed. A corresponding observation \(o_{t+1}\) is observed and a new belief state is reached, corresponding to one of the belief nodes \(Bn\) added to \(Bt\) during the simulations. The other unreachable nodes in \(Bt\) are pruned away. The new belief state’s particle set is reinvigorated to ensure that it contains a minimum number of particles. This is done by uniformly sampling a state \(s_t\) from the old belief state and passing \(s_t\) into the simulator to obtain a successor state \(s_{t+1}\) and observation \(o_{t+1}\) from \((s_{t+1},a_{t+1},r_t) \sim S(s_t,a_t)\). If the real observation and simulated observations match, the successor state \(s_{t+1}\) is added to the particle set of the new belief state. This approximation to the belief state approaches the true belief state in the limit of the number of state particles used in the particle set.

Every action \(a_i, i = 1, ..., N\) where \(N\) is the number of legal actions that can be taken from a belief node, specifies a mapping from a belief node \(B_t\) to an action node \(An\). An action node \(An\) is mapped to future belief states by observations \(o_j, j = 1, ..., M\) where \(M\) is the number of observations that can be obtained from the current action node \(An\). Each action-mapping keeps track of its current value \(Q(b,a)\) and the number of times the action has been tried \(N(b,a)\). An overall count \(N(b,a) = \sum_j N(b,a)\) is also kept, which contains the number of times any action has been chosen from the belief node in question.

A uniform rollout strategy is used to expand unexplored belief nodes during simulation; once all actions from a belief node have been attempted at least once, the UCB1 algorithm [8] can be used for action-selection. The idea behind the UCB1 algorithm is to view each belief node in \(Bt\) as a multi-armed bandit; therefore, an exploration bonus is added to actions that have been tried relatively few times [1]. The augmented action value \(Q^*(b,a)\) is given by \(Q(b,a) + c\sqrt{\log N(b)/N(b,a)}\). The scalar constant \(c\) controls the ratio of exploration to exploitation during action selection [15]; when \(c\) is small, the exploration bonus is negligible and UCB1 algorithm acts greedily. Once all of the actions from a belief node have been tried, UCB1 chooses the action maximizing the augmented action value, \(\arg\max_a Q^*(b,a)\). For a proof of the convergence of UCB1 algorithm to the optimal value function, see [1]. During experimentation, it was observed that UCB1 with a \(c\) value set to 3.0 showed a significant speed-up over greedy action-selection when the problem size was very large.

At the end of each simulation, the rewards observed after each step of the generated history sequence are propagated back up the belief tree in the form of a Q-update. Let \(Q\) represent \(Q(b,a)\), \(Q'\) represent \(Q(b',a')\), \(N\) represent \(N(b,a)\), and \(r\) represent \(r(b,a)\). The Q-update is performed by using the Q-learning rule, as seen in [13]:

\[
Q := Q + \frac{\alpha}{1+N}(r + \gamma \arg\max_a Q' - Q)
\] (4)

Here, \(\gamma\) is the discount factor and \(r(b,a)\) is the immediate reward obtained by choosing action \(a\) while in belief state \(b\). The system was naturally quite sensitive to the choice of \(\alpha\), the step-size, and selection of its value required significant fine-tuning.

III. EXPERIMENTATION

To show off the functionality of POMDPy, we applied our solver to the benchmark RockSample problem. For each
problem size and each action-selection strategy, we ran POMDPy for 12 hours of total computation time. Experiments were run on a Intel Core i7-3610QM @ 2.30 GHz with 8 GB of RAM. The metrics used to assess performance were the total average discounted and undiscounted reward, and the average time per run. With 1000 simulations per step for a given history sequence, the solver took approximately 6 seconds to calculate the next action to during a run. No comparisons were made with other state-of-the-art POMDP solvers, because the purpose of the experimentation was mainly to act as a proof of concept for POMDPy. Results comparing POMCP with other solvers can be found in [15]. The performance benchmark used for our experimentation was simply carrying out the simulations without any tree. A rollout algorithm was used the entire time, where the agent would choose the legal action that maximized their average expected return after sampling all actions that could be taken from each state. Our results are presented in Table 1.

The UCB1 exploration constant for our solver was set to $c = 3.0$. The discount horizon was set to 0.01, which equates to $\gamma = 0.95$. The choice of step-size varied with the size of the problem. For RockSample(7, 8), we found that $\alpha = 0.4$ provided the best results. For RockSample(11, 11) and RockSample(15, 15), we used $\alpha = 0.6$. These values were hand-tuned after extensive experimentation.

The RockSample(n, k) problem simulates a rover exploring unknown terrain. The environment is discretized as an $n \times n$ grid containing $k$ rocks. The task is to determine which rocks are valuable, take samples of the valuable rocks, and then leave the map to the east when no other rocks are deemed worthwhile to investigate. Additionally, the agent has a sensor that allows it to check rocks near itself to assess whether there are rocks worth exploring nearby. In practice, the agent’s initial belief state is a uniformly-sampled vector that encodes the current estimation of the state of each of the $k$ rocks.

On RockSample(7, 8) and RockSample(11, 11), the UCB1 and greedy strategies performed comparably well. However, on RockSample(15, 15), the solver using UCB1 was able to complete 20 runs compared to only 13 runs by the solver using the greedy action-selection strategy. On average, the UCB1 solver finished runs 30 minutes faster for this problem size. Since the UCB1 algorithm encourages exploration, it allows the agent to explore the state space much more effectively than the greedy strategy does; this advantage is crucial for problems such as this one that have over 7 million states.

IV. CONTRIBUTIONS TO THE COMMUNITY

A. Using POMDPy

The POMDPy software framework currently has a number of different uses. First and foremost, it allows users of the software to rapidly implement and test their own POMDP problems with POMDPy’s implementation of the Pomcp solver. Users are able to choose how they would like to specify the set of all actions, states, and observations; by default, actions and observations are represented by an enumerated set. The majority of the programming work that the researcher must undertake is to simply to extend an abstract Model class that describes the simulator, and optionally to extend an abstract HistoryData class. Defining a concrete implementation of the Model class allows users to generate history sequences for their problem. The simulator for the RockSample problem parses a text file that contains the $n \times n$ grid with the points of interest marked accordingly; this encodes all of the transition probabilities of the POMDP, saving the implementer a large amount of work. The HistoryData class allows the user to encapsulate data obtained by observations and define domain-specific behaviors that affect belief updates; however, in some instances the effect of an observation on generating the next history entry can be handled entirely by the generative model. In the future, POMDPy’s public API will be simplified further to make it even easier to use, by providing users with the ability to specify a problem and desired solver through a single interface.

POMDPy’s design is intended to make it simple to test state-of-the-art solvers against each other. The framework is abstracted in such a way that there is a separation between the abstract components that make up a general POMDP and the various concrete implementations. Therefore, if a user would like to test their own solver against one of POMDPy’s solvers, they only need to extend the abstract POMDP components as needed to implement their own algorithm. Additionally, a user has the ability to change the granularity of customization; if they would like to compare an action-selection strategy against the UCB1 algorithm, they are also able to easily swap out action-selection strategies within the framework and compare results. POMDPy conveniently keeps track of statistics during run-time, which can be easily plotted with Python’s matplotlib package.

In summary, POMDPy is a work-in-progress that aims to bring POMDPs closer to integration with real-world problems. The next section describes the steps that are being taken to achieve this.

B. Extending POMDPy

POMDPy fills the need for an open-source, community-driven platform that will keep POMDPs relevant. Naturally, one of the main attractions of POMDPy is its extensibility. It is our intention that this software framework be continuously built up over time by the community so that it remains on the cutting-edge of POMDP research. For example, the default POMDP implementation currently supports only discrete planning and control problems; however, the framework is designed in such a way that adding support for continuous POMDPs is straightforward. As benchmark problems move more towards real-world robotic planning and control problems, continuous-space POMDPs will begin to be seen more regularly.

The POMDPy framework will also benefit from the addition of new POMDP solvers and heuristics as more research is conducted in this area. A potential addition to
the framework would be an implementation of SARSOP [10], DESPOT [16], ABT [11] and GPS-ABT [14] from Kurniawati et al. SARSOP is an excellent offline POMDP solver to use as a benchmark for testing new solvers against. ABT provides real-time POMDP re-planning functionality that makes these planning algorithms much more useful when tested on real-world applications. GPS-ABT provides an initial look at how current state-of-the-art POMDP solvers can be extended to continuous action spaces.

Finally, adding on to POMDPy’s library of sample problems will provide researchers with a thorough testing suite for their contributions to the literature. Currently, POMDPy has two popular benchmark POMDP problems to test against; the RockSample problem and Tiger Problem. See [19] for an explanation of the Tiger Problem.

V. CONCLUSION

The purpose of this research is to introduce a novel, extensible POMDP software framework. POMDPy offers an implementation of the popular POMCP algorithm as a default solver. It is our intention for POMDPy to act as a centralized location for future POMDP research. Some other areas of POMDP research that we believe should be integrated into POMDPy include hierarchical POMDPs [20] and the computation of large-scale MCTS in parallel on GPUs [12]. NVIDIA offers CUDA Python, which allows scientists to utilize NVIDIA GPUs while maintaining the CUDA layer underneath Python. Taking a hierarchical approach to framing robotic planning and control problems allows highly-complex tasks to be broken down into more manageable sub-problems. The concept of breaking down a planning problem into a structured hierarchy of smaller planning problems is reminiscent of certain cognitive theories that attempt to explain the way in which our own brains process tasks as simple as reaching for and picking up small wooden blocks. This helps to prove the intuitiveness of this branch of robotics. Research on parallelizing large-scale MCTS will be especially useful for finding solutions to continuous-space POMDPs, and is currently being looked at to be added to POMDPy. Artificial neural-networks have been previously employed in order to approximate the highly-nonlinear Q-function for a continuous planner; much excitement has been generated as of late over deep learning networks due to the performance speed-ups offered by GPUs. This is another area that we hope POMDPy will cover as well. There are many promising and exciting avenues of research on POMDPs mentioned in this paper; many others were not mentioned. We hope that POMDPy will contribute significantly to the task of integrating these ideas in order to accelerate the widespread adoption of POMDPs to real-world robotic planning and control problems. POMDPy will be continuously improved upon so that it facilitates research in all of these areas.

REFERENCES
